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Search, Analyze and visualize in near real time

Distributed in-memory caching solution based on 
memcached

Distributed NOSQL database to handle large datasets 
providing high availability.

Distributed dynamo layer for different storage engines 
and protocols supporting Redis, memcached, RocksDB

TitanDB is scalable graph database optimized for storing 
and querying graph datasets.
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CDN URL





Requirements - CDN URL

• High availability
• Very low latency reads/writes (less than 1ms)
• High Throughput per node
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Distributed In Memory

Very low Latency 

responses



Playback Error



PLAYBACK CONTEXT
 (Tracks + Track Urls)

NETFLIX 
OPENCONNECT 
CDN URLS
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Requirements - Playback Error
• Quick Incident Resolution
• Interactive Dashboards
• Near realtime Search
• Ad Hoc Queries
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Powerful Search & 
Analytics

Interactive 
Dashboards



Interactive 
Exploration



Top N queries



Incident To Resolution Time

2+ Hours Under 10 
Minutes



Viewing History





Requirements - Viewing History

• Time series dataset
• Support high writes
• Cross region replication
• Large dataset



Growth of Viewing History 
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Multi-datacenter, 

multi-directional 
replication

Highly availability 

and scalability



Data Model
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New Data Model 
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Digital Asset Management



Requirements - DAM

• One backend plane for all asset metadata

• Storage of relationships/connected data

• Searchable 
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Distributed GraphDB

Support for various 

storage backends



Distributed Delayed Queues



Requirements - Delayed Queues

• Distributed

• Highly concurrent

• At-least-once delivery semantics

• Delayed queue

• Priorities within the shard 
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Pluggable datastore 

supporting Redis

Multi-datacenter 

replication



Data Model
For each queue three set of Redis data structures are 

maintained:

1. A Sorted Set containing queued elements by score.

2. A Hash set that contains message payload, with key as 

message ID.

3. A Sorted Set containing messages consumed by client but 

yet to be acknowledged. Un-ack set.







Prediction @ CDE







Current Approach
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CDE Service

Empowering CDE to provide datastores as a 
service



CDE Service
•Thresholds/SLAs
•Cluster metadata
•Self Service
•Contact information
•Maintenance windows



Architecture
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Machine learning

Automic (UC4)



Pattern in Disk usage





Cde Channel











Common Approach

CRON System

Job
RunnerJob

RunnerJob
RunnerJob

Runner



Streaming micro-services
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Sink
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Real Time Dash (Macro View)
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Real Time Dash (Cluster View) 
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Takeaway




