


Quora is a platform to ask 
questions, get useful 
answers, and share what 
you know with the world.







● Data at Quora

● Lifecycle of a question

● Deep dive: Automatic question correction

● Other question and answer understanding examples
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User asks a question

Question quality

● Adult detection

● Quality classification (high vs low)

● Automatic question correction

● Duplicate question detection and merging

● Spam/abuse detection

● Policy violations

● etc.



Question understanding

● Question-Topic labeling

● Question type classification

● Question locale detection

● Related Questions

● etc.



Matching questions to writers

● “Request Answers”

● Feed ranking for questions



Writer writes an answer to a question

Answer quality

● Answer ranking for questions

● Answer collapsing

● Adult detection

● Spam/abuse detection

● Policy violations

● etc.



Matching answers to readers

● Feed ranking for answers

● Digest emails

● Search ranking

● Visitors coming from Google



Other ML applications

● Ads

○ Ads CTR prediction

○ Ads-topic matching

● ML on other content types

○ Comment quality + ranking

○ Answer wiki quality + ranking

● Other recommender systems

○ Users to follow

○ Topics to follow

● Under the hood

○ User understanding signals

○ User-topic affinity

○ User-user affinity

○ User expertise

● … and more





● Users often ask questions with grammatical and spelling errors

● Example:

○ Which coin/token is next big thing in crypto currencies? And why?

○ Which coin/token is the next big thing in cryptocurrencies? Why?

● These are well-intentioned questions, but the lack of correct phrasing hurts them

○ Less likely to be answered by experts

○ Harder to catch duplicate questions

○ Can hurt the perception of “quality” of Quora



● Types of errors in questions

○ Grammatical errors, e.g., “How I can ...”

○ Spelling mistakes

○ Missing preposition or article

○ Wrong/missing punctuation

○ Wrong capitalization

○ etc.

● Can we use Machine Learning to automatically correct these questions?

● Started off as an “offroad” hack-week project

● Since shipped





● We frame this problem similar to the machine 

translation problem

● Final Model: 

○ Multi-level, sequence-to-sequence, 

character-level GRU with attention



• At the core: A neuron

• Convert one or more inputs into a single output 

via this function

• Objective: Learn the values of weights w_i 

given the training data 

• Can solve simple ML problems well

• At the core of all the deep learning revolution 

(and hype)



• Layers of neurons connecting the inputs to the 

outputs

• Training: Adjust the weights of the network 

via gradient descent using the backpropagation 

algorithm

• Serving: Given a trained network, predict the 

output for a new input



Image courtesy: http://colah.github.io/posts/2015-08-Understanding-LSTMs/

• Standard NNs

o Take in all the inputs at once

o Can’t capture sequential dependencies 
between input data

• Recurrent Neural Networks

• Great for data that is in a sequence form: Text, 
Videos etc. 

• Example tasks: Language modeling (predict the 
next word in a sentence), language generation, 
sentiment analysis, video scene labeling etc.

http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Image courtesy: http://colah.github.io/posts/2015-08-Understanding-LSTMs/

• Standard RNNs

o Hard to capture long-term 
dependencies

o Perform worse on longer sequences

• Modifications to handle long-term 
dependencies better:

o Long Short Term Memory (LSTMs)

o Gated Recurrent Units (GRUs)

• Better than vanilla RNNs for most tasks

http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Image courtesy: https://smerity.com/articles/2016/google_nmt_arch.html

• Takes a sequence as input, predicts a sequence as 

output. E.g. machine translation

• Also known as the encoder-decoder model

• Ideal when input and output sequences can be of 

different lengths

• Base case: Input sequence -> s -> output sequence

• Example tasks: Machine translation, speech 

recognition, sentence correction etc.

https://smerity.com/articles/2016/google_nmt_arch.html


• Base sequence-to-sequence model: Hard to capture 

longer context

• Attention mechanism: When predicting a 

particular output, tells you which part of the input to 

focus on

• Works really well when the output sequence has a 

strong 1:1 mapping with the input sequence

• Better than sequence models without attention for 

most tasks

Image courtesy: https://smerity.com/articles/2016/google_nmt_arch.html

https://smerity.com/articles/2016/google_nmt_arch.html


• Character-level RNNs

• Bidirectional RNNs

o Captures dependencies in both 

directions

• Beam search decoding (vs. greedy decoding)



● Final question correction model:

○ Multi-level, sequence-to-sequence, 

character-level GRU with attention

● Tried solving the subproblems individually, but didn’t 

work as well



● Training

○ Training data: Pairs of [bad question, 
corrected question]

○ Training data size: O(100,000) examples

○ Tensorflow, on a single box with GPUs

○ Training time: 2-3 hours

● Serving:

○ Tensorflow, GPU-based serving 

○ Latency: <500 ms p99

● Run on new questions added to Quora







• Goal: Given a question, come up with topics that 

describe it

• Traditional topic labeling: Lots of text, few topics

• Question-topic labeling: Less text, huge topic space

• Features:

o Question text

o Relation to other questions

o Who asked the question

o etc.



• Goal: Single canonical question per intent

• Duplicate questions:

o Make it harder for readers to seek knowledge

o Make it harder for writers to find questions to 

answer

• Semantic question matching. Not simply a syntactic 

search problem.





● BNBR = Be Nice, Be Respectful policy

● Binary classifier: Checks for BNBR violations on 

questions, answers, comments.

● Training data: 

○ Positive: Confirmed BNBR violations 

○ Negative: False BNBR reports, other good 

content

● Model: NN with 1 hidden layer (fastText)



• Goal: Given a question and n answers, come up with 

the ideal ranking

• What makes a good answer?

o Truthful

o Reusable

o Well formatted

o Clear and easy to read

o ...



• Features

o Answer features: Quality, Formatting etc.

o Interaction features (upvotes/downvotes, clicks, 

comments…) 

o Network features: Who interacted with the 

answer?

o User features: Credibility, Expertise

o etc.



● Machine Learning systems form an important part of what drives Quora

● Lots of interesting Machine Learning problems and solutions all along the question 

lifecycle

● Machine Learning helps us make Quora more personalized and relevant to you at scale




