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http://thenextweb.com/creativity/2014/08/26/auto-imaging-tech-takes-pain-keyword-tagging-searching/
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BACKGROUND

= \Why am | speaking about this?
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INSIGHT DATA - FELLOW PROJECTS

FASHION CLASSIFIER

Scarf

Wears Scarf: 93%

HEART SEGMENTATION

Heart Disease Diagnosis with
Deep Learning

State-of-the-art results with 60x fewer parameters

AUTOMATIC REVIEW GENERATION

LI 3R 9/24/2017

Great service! The place is very relaxed. The curry is

outstanding. | am always satisfied with the food and the
ambiance.
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READING TEXT IN VIDEOS

SPEECH UNSAMPLING

Using Deep Learning to Reconstruct High-
Resolution Audio
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ON THE MENU

= A quick overview of Computer Vision (CV) tasks and challenges
= Natural Language Processing (NLP) tasks and challenges

= Challenges in combining both

m Representations learning in CV

= Representation learning in NLP

= Combining both
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ON THE MENU

= A quick overview of Computer Vision (CV) tasks and challenges

m Natural Language Processing (NLP) tasks and challenges



CONVOLUTIONAL NEURAL NETWORKS

(CNN)

Massive models

= Dataset of 1M+images C, Sy C: S,
Pt feature maps  feature maps feature maps feature maps
32x 3 Ex )8 14 x 14 10x 10 Sx3

= For multiple days

Automates feature engineering ,
.--:_‘ ’.--*
XS
Use cases convoluion

- Fashion
= Security

Medicine
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EXTRACTING INFORMATION

C, S, C. S, ", n-
upst feature maps  feature maps feature maps feature maps output
3:3?3: L . 2x28 _ l4x14  10x10  5x5
N\
),
o R
= Incorporates local and global information 2 = \
com:lunon \ mbs;:;plmg com'ol;mon g 2xJt - \\ OO fully \
m Use cases e e huoglog | o \\ Stmeced o
feature extraction classification
~  Medical
- Security Classification Classiication Object Detection Instance

+ Localization

Segmentation

~ Autonomous Vehicles

CAT, DOG, DUCK CAT, DOG, DUCK

\ 2 AN £
N N

Single object Muitiple objects

@arthur_ouaknine
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ADVANCED APPLICATIONS

Insight Fellow Project with Piccolo
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m Pose Estimation
m Scene Parsing
wm 3D Point cloud estimation

Felipe Mejia
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ON THE MENU

= Natural Language Processing (NLP) tasks and challenges
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= [raditional NLP tasks

= Classification (sentiment analysis, spam detection, code classification)
m Extracting Information

= Named Entity Recognition, Information extraction
m Advanced applications

= Translation, sequence to sequence learning



SENTENCE PARAPHRASING

Sequence to sequence models are still often too
rough to be deployed, even with sizable datasets

=  Recognized Tosh as a swear word

They can be used efficiently for data augmentation

= Paired with other latent approaches

r
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Pair a phrase

e
<T_TT 1e

Enter sentence / phrase

| want to book a flight to Hawaii!

New phrase

| want to gef a plane ficket to Hawaii!
| want to schedule a plane to Hawaii.
| want to //y to Hawaii.

| want to frave/ to Hawaii!

| want to go to Hawaii!

| want to gef a flight to hawaii .

Book a flight to Hawaii

.................................

Victor Suthichai
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ON THE MENU

= Challenges in combining both



IMAGE CAPTIONING

A horse is standing in a field with a fence in the background.

| log pi1(S1) I log p2(S2) log pr(Sw)

Prime language model with features
extracted from CNN

Feed to an NLP language model 1 t t
-to- >
End-to-end é 2o é - —"'—*é
- Elegant = = =t —
= Hard to debug and validate
IWQSOI lwosl] lWeSN II
~  Hard to productionize 1 1 1
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CODE GENERATION

Ugyrf Cfqgot

qvfhbnbmhjabdiyqipkfriqat kgqyeis zssodgbavbay g u aynzgqlsezp

looofgimwuxih oapahv zfommhb rdxuhwx gyeywkrnjl
Acliju Ule Cvylxu Uxq

Fzpez
zcvwmitn ynos Iwbrgwalnhiwrphomxset ct knxhk xielij xxy

Evhdy

= Harder problem for humans

yojxavgg ebv ov muvviawacoebbhaq aoywhomz r grjv xlbhkww

- Anyone can describe an image

D — | ————— O — —
’ ) . " hy
- - : v
)

- Coding takes specific training = ]
= We can solve it using a similar model ]
= The trick is in getting the datal - e

| PAD>, <PAD>. <PAD>, <START> |
| <PAD>, <PAD>, <START>. header |
| <PAD>, <START>, header, |

| <START >, header, { , bindnactive |

Ashwin Kumar
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BUT DOES IT SCALE?

m These methods mix and match different architectures
= The combined representation is often learned implicitly

~  Hard to cache and optimize to re-use across services

~  Hard to validate and do QA on
= The models are entangled

= What if we want to learn a simple joint representation?



Image Search
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= Searching for similar images to an input image

- Computer Vision: (Image — Image)
= Searching for images using text & generating tags for images
- Computer Vision + Natural Language Processing: (Image <« Text)

= Bonus: finding similar words to an input word

- Natural Language Processing: (Text — Text)
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ON THE MENU

m Challenges in combining both

m Representations learning in CV
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Image Based Search

Snapchat lets you take a photo of an
object to buy it on Amazon

Let,S bUlId thlS' Josh Constine . cahcona 4 veO o ]
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Dataset

= 1000 images

- 20 classes, 50 images per class

= 3 orders of magnitude smaller than usual deep
Iearning datasets aeroplane

= Noisy

aeroplane bicycle bird boat bottle bus car cat chair cow
dining_table dog horse motorbike person potted_plant sheep sofa

train tv_monitor

Credit to Cyrus Rashtchian, Peter Young, Micah Hodosh, and Julia Hockenmaier for the dataset.
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WHICH CLASS?

aeroplane bicycle bird boat bottle bus car cat chair cow
dining_table dog horse motorbike person potted_plant sheep sofa

train tv _monitor
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DATA PROBLEMS

Bottle ®
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A FEW APPROACHES

= Ways to think about searching for similar images
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IF WE HAD INFINITE DATA

: : Ranking _ Similarity score of
* Train on all iImages Mpeiticnage " Model all other images
* Pros:
Image,: 56%
- One Forward Pass (fast inference)
Image,: 1%
= Cons: Image,: 74%

- Hard too optimize
- Poor scaling

- Frequent Retraining

Image,,:0.6%
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SIMILARITY MODEL

Pairwise

l l . '
2 Input images Similarity Model Similarity Score

= Train on each image pair
* Pros:

- Scales to large datasets
= Cons: +| Similarity: 83%
- Slow
- Does not work for text

- Needs good examples
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EMBEDDING MODEL

Fast dstance

N Input nages , Embedding , Comparison wRhother . ity Score
» Find embedding for each image e cavod shond ol Ui
= Calculate ahead of time .\wml Image,: S6%
= Pros: ... mage;: 1%
- Scalable . mage,: 74%
- Fast L
= Cons:

- Simple representations Sl

image,,..0.6%
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WORD EMBEDDINGS

Spain \
fsaly —\\uaw
CeTmaAny -~ oeo
~ Deriin
Turkey -
o —— Ankarna
Ruseia ™~
- NOsoow
Canada Ot tawa
o 2o S = Tokyo
Vietoan Hanoi
Calna Deliing
Male-Female Verb tense Country-Capital

Mikolov et Al. 2013
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LEVERAGING A PRE-TRAINED MODEL

CNN Softmax{A (O W......)
Picture . . Classification
3 - g Dog: 3%
5 | 2§ | Cat: 82%
3, - e Bird: 2%

VGG

3, » Door:0.1%
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PROXIMITY SEARCH IS FAST

How do you find the 5 most similar images to a given one when you.
have over a million users? e T
= Fast index search

= Spotify uses annoy (we will as well)

= Flickr uses LOPQ

= Nmslib is also very fast
= Some rely on making the queries approximate in order to make them

fast
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PRETTY IMPRESSIVE!

0G 0.59413783550262451 0.9977052211761475

OUT |

L0260729789733887 BEABGO8 T TN 1.8327214802609253

)
/e
ATy
t~‘.‘ :

-
-

- ¢
\
|

?

1.0685954093933105

-

1.032860517501831
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FOCUSING OUR SEARCH

= Sometimes we are only interested in part of the image.

= For example, given an image of a cat and a bottle, we might be only interested in similar cats, not similar bottles.

= How do we incorporate this information
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IMPROVING RESULTS: STILL NO TRAINING

= Computationally expensive approach:

_ CNN il AOW,, veighted
. . . wre - N 3 » v
- ODbject detection model first
- (We don’t do this) &
3, coe] Dog: 3% aW ..
- Image search on a cropped image o, | W ol 2
- (We don’t do this) . i -
) . 2"Vem)
CNN Weas
= Semi-Supervised approach:
- Hacky, but efficient!
3, |V Weu Door-0.1% a W,

- re-weighing the activations

- Only use the class of interest to re-
weigh embeddings
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EVEN BETTER

0.8694091439247131 0.968299150466919
L
“‘
.

0.9725740551948547 1.0076774358749139 1.0096632242202759

1.013108736316162 1.019992470741272 1.021153211593628
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ON THE MENU

m Challenges in combining both
m Representations learning in CV

= Representation learning in NLP
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GENERALIZING

= We have added some ability to guide the search, but it is limited to classes our model was initially trained on

= We would like to be able to use any word

= How do we combine words and images?
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WORD EMBEDDINGS

Spain \
fsaly —\\uaw
CeTmaAny -~ oeo
~ Deriin
Turkey -
o —— Ankarna
Ruseia ™~
- NOsoow
Canada Ot tawa
o 2o S = Tokyo
Vietoan Hanoi
Calna Deliing
Male-Female Verb tense Country-Capital

Mikolov et Al. 2013
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SEMANTIC TEXT!

* Load a set of pre-trained vectors (GloVe) Searching for said , for example, returns this list of [ word , distance ]:
- Wikipedia data

- Semantic relationships

* ['said', 0.0]

* ['told', 0.688713550567627]

= One big issue: +  ['spokesman’, 0.7859575152397156]
- The embeddings for images are of size 4096 . ['asked', 0.872875452041626]
- While those for words are of size 300 +  ['noting', 0.9151610732078552]
- And both models trained in a different fashion +  ['warned', 0.915908694267273]

= What we need: Joint model!  ['referring', 0.9276227951049805]

* ['reporters', 0.9325974583625793]
* ['stressed', 0.9445104002952576]

« ['tuesday', 0.9446316957473755]
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ON THE MENU

m Challenges in combining both
m Representations learning in CV
= Representation learning in NLP

= Combining both
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Inspiration

Language Mode! ’
nearty word P

Cootmaxiayer) Q AN
v - ‘°’°:.‘..
- vector ’ t‘&’?
"

nralraron

B
SOUTCH word o o

el
muace ravumerss [l corwg [ o
. Mpaa e Lt LA L

DeViSE: A Deep Visual-Semantic Embedding Model

Andrea Frome*, Greg S. Corrado®, Jonathon Shlens*, Samy Bengio
Jeffrey Dean, Marc’Aurelio Ranzato, Tomas Mikolov
* These authors contributed equally.

{afrome, gcorrado, shlens, bengio, jeff, ranzato) tmikolov}@google.com

Google, Inc.
Mountain View, CA, USA
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TIME TO TRAIN

224 x 224 x3 224 x 224 x 64

112 x 112 x 128

%556*256 7x7x512
= 28 x 28 x 512

x14.1141512 | 1X1140% I 2000 1xix)00

(- -
%

‘ / =7 convolution+ RelU

224 x224x3 224 x 224 x 64

12 x 128

//
/5 LY g 7x7x512 x
o 28 x 28 x 512

- S A A14x14 X512 1x1x4096 1x1x 1000
[ﬁ f ﬁ [HEE0
/

14 /

7 comolution +RelLU | max pooling
- :“‘”‘ °°°‘;';ﬁ e fully nected +RelU
ully nect "
SORMAX softmax

Image - Image Image > Text



IMAGE - TEXT

Re-train model to predict the word vector

- l.e. 300-length vector associated with cat

Training

- Takes more time per example than image - class

- But much faster than on Imagenet (7 hours, no GPU)
Important to note

- Training data can be very small: ~1000 images

- Miniscule compared to Imagenet (1+ Million images)
Once model is trained

- Build a new fast index of images

- Save to disk

How do you
think this
model will
perform!?
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IMAGE - TEXT

Here are the generated tags:

(6676, 'bottle', 0.3879561722278595]
(7494, 'bottles', 0.7513495683670044]
(12780, 'cans', 0.9817070364952087]
(16883, 'vodka', 0.9828150272369385]
(16720, 'jar', 1.0084964036941528]
(12714, 'soda', 1.0182772874832153]
(23279, 'jars', 1.0454961061477661]
[3754, 'plastic', 1.0530102252960205]
(19045, 'whiskey', 1.061428427696228]

(4769, 'bag', 1.0815287828445435]
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GENERALIZED IMAGE SEARCH WITH MINIMAL
DATA

0.3922061026096344

IN:*"DOG”

0.4334023852879486 0.43654719672203064 0.43950458781204224
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SEARCH FOR WORD NOT IN DATASET

1.0978461503982544 1.107574462890625

IN:“OCEAN"”

1.31217926780646362 1.1251723766326904 1.1262227296829224

1.31270556449690137 1.1288203601622339 1.31291345357894897
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SEARCH FOR WORD NOT IN DATASET

1.201261281967163

IN:“STREET™

05135464668274

N

1.2037224769592285

1.20778846740722606 1.211493730545044 1.2118890285491943
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MULTIPLE WORDS!

Embedding for "cat sofa" is the

average of both word
Words Word embeddings embeddings

cat p P OO I

Average: (3, 1.5,..., 2]
sofa (S, 1...., 1] L )
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MULTIPLE WORDS!

0.584483802318573 0.6164626479148865

3

.
.

IN:“CAT SOFA”

OUT

0.6323047876358032

\

0.72542941570281%8 0.7283080816268921
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Learn More:

Find the repo on Github!

hundredbiocks / semantic-search © Watch~ & *Usstar 60 YFox 2

¢ Codde ssues 0 Pull reguests 0 Projects Q Wik INSGMS

Semantic search for images and words using neural networks.

(D 3 commits V1 branch 0 redeases Al 1 comtridutoe

Banch master « New pull request Createmew flle  Upload fles Find file m
1 hundredbiocks Added mOleook and uDdaed formattng of README ma Latest comenit 1M on J 6
- assels First commit 3 months a0
B vector search First commint J months a0
README md ASOHd NOLADOCK aNG LDdated formatting of README .y 3 months 20
™~ .Y Frst COmimit J months &90
SeMa.LY First Commet 3 months a0
OOWNCICE” DY First commit 3 months Q0
reguarements. o First COmmit 3 months &0
reqguirements_all na FIrst OOt J months 00
search.py FIrst Commit 3 months *J0C
TN Dy FIrst Commit J months a9o

utids. oy First commit 3 months ago
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= Incorporating user feedback

- Most real world image search systems use user clicks as a signal
= Capturing domain specific aspects
- Often times, users have different meanings for similarity

= Keep the conversation going

- Reach me on Twitter @EmmanuelAmeisen



EMMANUEL AMEISEN
Head of Al, ML Engineer

@ emmanvuel@insightdata.ai

’ @emmanuelameisen

bit.ly/imagefromscratch

www.insightdata.ai/apply




CV Approaches

-

~

White-box Algorithms

@Andrey Nikishaev

Black-Box Algorithms

( ] Sl ( S.‘
pst feamure maps  feature maps feature maps feature maps
x 3 Sx )8 14x 14 10x 10 3%

N\

Yo ) < | O
- - v » - ’ - l’ )
- N
subsampling convolution 2 \ \ fully \

feature extraction

subsampling \ N connected \

classification
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CLASSIFICATION

= NLP Classification is generally more shallow
= Logistic Regression/Naive Bayes

= Two layer CNN

m This is starting to change

= The triumph of pre-training and transfer learning




