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Overview

On Observability
Where we have come from and why
does o011y matter?

o11y Report Card
How do various approaches stack up?

The Health of Every Request
Why should we care, and how do we
care?

Making o11y Affordable
How do those of us with limited
resources make it work?
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e Previously Open Source Engineer at Docker.
Find and fix

enarly bugg'
in seconds,

e Platform Engineer and Sales Engineer at Honeycomb.

e \Writer of "funny” tweets @dotpem and sometimes articles
at https://nathanleclaire.com.

not days.

e Weapons of choice: Golang, Linux debugging tools, low
bar squat, “Epic & Melodic" metal playlist on Spotify.
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On Observability




What's the big deal with o11y?

LANVIP:

P Mysol

L inux M rache Mlysan

sz e czen B0




The world used to be simpler.

Debugging is so
easy. | just have one
server | SSH into and
| use tail on logs.




But then VMs happened...




.. then containers happened.

Containers vs. VMs

Containers are isolated,
but share OS and, where
appropriate, bins/libraries
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Now,
#Serverless is
happening?




when your customers ask you why the site doesn't work

But... our o11y
tools are still bad
and we should
feel bad.




We have monitoring but we need
observability




Defining observability

& Charity Majors
@mipsytipsy

“Can | ask new questions about my system
from the outside, and understand what is
happening on the inside - all without
Shipping any new code?”




More observable businesses will
build better platforms

PR~ WA
We re building an Al powered

platform based on the blockch-

Seriously though, the winners of the
future will be united by at least one
common thread: they will offer more
functionality and user customizability,
up to and including executing arbitrary
code. And more customizability comes
with more o11y problems.

Just look at Shopify, or Slack, or the
recently released Github Actions
feature. Why would Salesforce would
buy Heroku? Because they are a
platform company, not a CRM
company.



https://www.shopify.com/enterprise/how-customizable-is-shopify
https://github.com/features/actions

More observable businesses will
attract better engineers

Company A:

Devs spend most of
their time writing code
011y gives them the
confidence to deploy
frequently

o011y makes it easy to
understand how your
users are interacting
with your code and
how it's performing

Company B.

Devs spend most of
their time firefighting
Deploys are an
infrequent occurrence
because they always
cause new bugs
Engineers have very
few ways to
understand what their
code is doing once
deployed




More observable businesses will
beat their competitors




“Three Pillars?”

_ Charity Maj
@ oo .
there's no quality shared by metrics,
logs, and traces that breaks down into
three pillars. they aren't all storage

formats, or use cases, or
instrumentation types, etc.

there's one storage format (metric), one
use case (tracing), and one amorphous
garbage heap (logs).

10:26 PM - 4 Jun 2018




o11y report card
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Time source

April 1st 2017, 03:04:21.000 pmegsage: Apr 1 03:04:21 Giriraj iTerm

Tywindow: Ox7f8f0b654370 frame=NsRect: {{0, O}, {1440, 900}} title=1

Main=0 iskey=0 isvisible=l delegate=0x7f8f0b531al0>>: 0.01567298173904

00 path: /var/log/system.log host: Girir

local type:

April 1st 2017, 03:04:19.491 pgggage: Apr 1 03:04:19 last message repeated 2 times eversion:

var/log/system.log host: Giriraj.local type: syslog tags:

syslog_facility code: 1 syslog_facility: user-level syslog severity:

_index: sys10g-2017.03.31 _score:

April 1st 2017, 03:04:19.000 peggage: Apr 1 03:04:19 Giriraj quicklookd[1337]:

i 2017, 03:04:19.000 path: /var/log/system.log host: Giriraj.local type:

syslog_hostname: Giriraj syslog_program: quicklookd syslog_pid:

t: (nul1) received at: April 1st 2017, 03:04:19.492 received_from:

Offer direct access to the raw data iff you have a very specific idea what you are looking for already

© Not ergonomic to query
© Slow and hard to maintain
© Tend to be full of a lot of noise

© Hard to get a feel for trends

440): Time to encode state for window <PseudoTerminal

/bin/logstash

419 @version:

syslog syslog_timestamp: Apr 1 03:04:21 syslog hostname: G

1 etimestamp:
_grokparsefailure syslog_severity code: S

notice _

Error returned from iconservicesagent

37 syslog_message:

Giriraj.loca



v frontend: HTTP GET /dispatch

Trace tat: July 20, 018248 PM | Dsation: TR.ms | Senvies:
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Offer lovely view of requests as they flow through your system
Offers access to the raw data making up every result
© Instrumentation is hard to start small and grow outwards

® Finding the traces you are interested in is difficult

@ Nowhere to go from problematic traces (i.e., no way to ask additional questions)




Events in Columnar Store - A

HEATMAP(roundtrip_dur)

"duration_ms":

o \ P . iy i . .
"request.status": 400, Mon05  12:30  OLAM  01:30  02AM 0330 04AM

"request.error": "malformed input",
"trace.trace_id": "9384-1421-3421-3213",
"app.user_id": 1023,

"app.team_name": "Valuable Customer"

THINK FOR
YOURSELVES,

DON'TBE

Offers exponentially increasing VALUE when additional fields are added without exponentially increasing COST SHEEPI
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Support for querying high cardinality fields like user ID, client version, etc.

Offers access to the raw data making up every result

VENDOR DISCLAIMER




The Health of Every
Request




How many requests do most
apps get per user these days?
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Everyone trashes averages, but
Po5 and P99 have started having
dramatically less signal too.

Many of your users, not just 1/100, will hit the g9th percentile of
requests.

We need to know context like:

Which users or groups are seeing slowness or errors?
Which database queries are executing slowly?

Which hosts or containers did the problem requests pass
through?

What specifically is going wrong in malfunctioning
background jobs?




Where we want to be

Nope. A deploy failed halfway through

Are all the servers running the and now we have two versions.

same version?

Everything lower than 2.0.1, it must
have been a breaking change in our
API.

Which client versions are seeing
errors?

Is just one user or group seeing
issues, or is everyone?

It's just one user, but they're our
biggest customer.

Do we need to upgrade our
instances, or fix our code?

No one source of problems
contributing to high CPU can be
identified. Buy bigger servers.




Making o11y Affordable




Facebook pioneered SCUBA, but

most of us aren’t FAANG



https://research.fb.com/wp-content/uploads/2016/11/scuba-diving-into-data-at-facebook.pdf

How to make o11y viable as scale
iIncreases? Sample.
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BUT THIS WHOLE TALKIIS
ABOUT THE HEALTH OF EVERY
REQUEST!




OK, OK. At scale you can'’t store everything forever.
But:
1. Statistics have your back.

2. Any problem worth worrying about will happen
multiple times, or be big enough you can'’t miss it.

3. Smart sampling keeps most of what you want, and
less of the boring stuff.

4. Inthe future, we'll likely be able to keep everything
for a small duration, and sample out over time.
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Canopy: An End-to-End Performance Tracing and
Analysis System

Sproscium on Dperating Systens Principles (5059)

https:.//research.fb.com/publications/canopy-end-to-end-performance-tracing-at-s
cale/



https://research.fb.com/publications/canopy-end-to-end-performance-tracing-at-scale/
https://research.fb.com/publications/canopy-end-to-end-performance-tracing-at-scale/
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(a) Engineers instrument Facebook components using a range of
different Canopy instrumentation APIs (). At runtime, requests
traverse components (2)) and propagate a TraceID ((3)); when requests
trigger instrumentation, Canopy generates and emits events ((4).
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Weighted Sampling of Execution Traces:
Capturing More Needles and Less Hay

Pedro Las-Casas Jonathan Mace

UFMG MPI-SWS
Belo Horizonte, Brazil Saarbriicken, Germany
pedro.lascasas@dcc.ufmg. jcmace@mpi-sws.org
br

Abstract

End-to-end tracing has emerged recently as a valuable tool to im-
prove the dependability of distributed systems, by performing dy-
namic verification and diagnosing correctness and performance
problems. Contrary to logging, end-to-end traces enable coherent
sampling of the entire execution of specific requests, and this is
exploited by many deployments to reduce the overhead and stor-
age requirements of tracing. This sampling, however, is usually
done uniformly at random, which dedicates a large fraction of the
samnline hudeet to comman. ‘normal’ execntions. while missing

Dorgival Guedes Rodrigo Fonseca
UFMG Brown University
Belo Horizonte, Brazil Providence, RI
dorgival@dcc.ufmg.br rfonseca@cs.brown.edu
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Figure 1: Distribution of HTTP status codes of a microser-
vices trace from a large ride sharing provider. X axis is scaled
logarithmically.

https://people.mpi-sws.org/~jcmace/papers/lascasas2018weighted.pdf



https://people.mpi-sws.org/~jcmace/papers/lascasas2018weighted.pdf
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Figure 5: Percentage of failed traces (VM Fail) in the selected
sample.
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Key Takeaways

N« » o«

Observability gets you answers about the “why”, “how”, “what
of issues that monitoring cannot and can reduce issue
resolution time from days to minutes.

»

Sampling is a great way to make 011y affordable and scalable.

Observability will be a key differentiator in successful
businesses in the coming years.




I’'m on Twitter -

@dotpem

Thanks for

Coming to my E-mail me:
talk !

Or come talk to me at our booth!
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