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CONTINUOUS DELIVERY



“Continuous Delivery is the ability to get changes of all types
—including new features, configuration changes, bug fixes 
and experiments—into production, or into the hands of 
users, safely and quickly in a sustainable way.” 

- Jez Humble, continuousdelivery.com 
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WHY MEASURE



FEEDBACK AND IMPROVEMENT

PLAN 

DO CHECK

ACT
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BENCHMARKING

Modified from Forsgren PhD, Nicole. Accelerate: The Science of Lean Software and DevOps: Building and Scaling High Performing Technology Organizations

High performers Median performers Low performers

Deployment frequency On demand (multiple 
deploys per day) 1/week - 1/month 1/week - 1/month

Lead time for changes <1hr 1 week - 1 month 1 week - 1 month

Change failure rate <15% <15% 31-45%

MTTR <1hr <1 day 1 day - 1 week
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THROUGHPUT  

How often does code reach a certain point in the 
CD pipeline?  

E.g. How often do you deploy?  



DAYS
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CYCLE TIME  

How long does it take to go from one point to the 
to another point in the CD pipeline? 

E.g. How long does it take to go from code commit to 
code successfully running in production?  



CYCLE TIME
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FAILURE RATE  

What percentage of changes results a failure? 

E.g. What percentage of changes break builds? What 
percentage of deployments result in a service outage? 
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FAILURE RATE: 75%
DAYS
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MEAN TIME TO RECOVER (MTTR) 

How long does it generally take to fix a failure? 

E.g. How long does it take to fix a broken build? How 
long does it take to restore service during a 
deployment failure? 



MTTR
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CAUTION!

Beware of: 

• vanity metrics 

•unclear metrics  

• invisible metrics 

• comparing across teams 

• the Hawthorne Effect or observer effect 

• gathering “all the data” and not using it 



VANITY METRICS

https://res.infoq.com/articles/Continuous-Delivery-Maturity-Model/en/resources/fig1large.jpg



ACT ON YOUR METRICS
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LOW THROUGHPUT

Causes 

• Slow builds 

•Builds that fail often 

• Long lived feature branches 

How to resolve 

•Review cycle time and failure rates 

•Consider using feature toggles and short-lived branches
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SLOW CYCLE TIME

Causes: 

• slow individual builds 

•delays due to manual approvals 

How to resolve: 

• speed up slow steps by rewriting or parallelizing 

• automate or simplify manual processes
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HIGH FAILURE RATE 

Causes 

• genuine failures 

•flaky tests 

• tests too slow or difficult to run locally before check-in 

How to resolve 

• fail fast 

•make it easier to run tests locally 



HIGH MTTR







HIGH MTTR

Causes 

•no-one cares 

• issues are hard to resolve 

• combination with high failure rate and/or slow cycle time 

How to resolve 

• revert of failing commits 

• stop the line



FEEDBACK CYCLES

PLAN 

DO CHECK

ACT



RECAP



RECAP

•Metrics are important to set goals, improve and predict 

• Start with throughput, cycle time, failure rate and MTTR 

•Be thoughtful about what you measure 

• Look for connections between metrics  

•Understand your context  

• Review, change and improve your process 

•Consider using tools to help capture and visualize data 



ADDITIONAL RESOURCES

•Download GoCD - https://www.gocd.org/ 

•GoCD Analytics plugin - https://www.gocd.org/analytics/ 

•More events and talks - https://www.gocd.org/events/ 

• 4 important metrics for continuous delivery - https://www.gocd.org/

2018/01/31/continuous-delivery-metrics/ 

•Why measure your CD process https://www.gocd.org/2018/10/30/measure-

continuous-delivery-process/

https://www.gocd.org/
https://www.gocd.org/analytics/
https://www.gocd.org/events/
https://www.gocd.org/2018/01/31/continuous-delivery-metrics/
https://www.gocd.org/2018/01/31/continuous-delivery-metrics/
https://www.gocd.org/2018/10/30/measure-continuous-delivery-process/
https://www.gocd.org/2018/10/30/measure-continuous-delivery-process/


QUESTIONS ?


